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Abstract 
 

This study aims to identify and synthesize critical factors influencing information security maturity within the context of Artificial 

Intelligence (AI) utilization in organizations. As AI adoption rapidly escalates across various sectors, it introduces unique and complex 

information security challenges, necessitating a structured approach to their management. Through a Systematic Literature Review (SLR), 

we will analyze relevant scientific and professional literature to extract and categorize key information security dimensions and best 

practices integrated into existing AI maturity models. Particular emphasis will be placed on how these critical factors encompassing 

technical, organizational, and human aspects directly impact an organization's ability to achieve and sustain higher levels of AI security 

maturity. The findings of this research are expected to provide a comprehensive understanding of the essential elements required to establish 

a robust information security posture in AI-driven environments. A primary contribution of this study is to delineate a clear research agenda 

for future investigations, alongside offering practical guidance for practitioners and decision-makers to assess and proactively enhance 

their AI security based on these identified determinants. 
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1. Introduction 

The rapid evolution of Artificial Intelligence (AI) has undeniably reshaped the technological landscape, transitioning from a futuristic 

concept to a ubiquitous force across diverse industries. From healthcare and finance to manufacturing and retail, organizations are 

increasingly leveraging AI to automate processes, derive actionable insights from vast datasets, enhance decision-making, and create 

innovative products and services [1][2]. This widespread adoption is driven by AI's unparalleled capability to process complex information, 

learn from experience, and perform tasks with efficiency and scale previously unattainable by human effort [3]. Consequently, AI is no 

longer merely a competitive advantage but has become a fundamental imperative for businesses striving to maintain relevance and drive 

growth in today's digital economy. 

 

However, the enthusiastic embrace of AI also introduces a myriad of intricate challenges, particularly in the realm of information security. 

As AI systems become more integrated into critical business operations, they inherit and often amplify existing cybersecurity risks, while 

simultaneously introducing novel vulnerabilities [4]. The vast amounts of data required to train and operate AI models present significant 

privacy concerns, demanding robust data governance and protection mechanisms. Moreover, AI models themselves are susceptible to 

unique forms of attacks, such as adversarial examples that can manipulate outputs, or model poisoning that can corrupt training data, 

leading to biased or malicious outcomes [5][6]. The very complexity and "black-box" nature of some AI algorithms can also obscure 

vulnerabilities, making detection and mitigation efforts inherently more challenging [7].  

 

Given these burgeoning threats, ensuring a mature and resilient information security posture is paramount for organizations deploying AI. 

Without a structured approach to identifying, assessing, and mitigating AI-specific security risks, the promised benefits of AI can quickly 

be undermined by data breaches, system failures, reputational damage, or regulatory non-compliance [8][9]. This highlights the critical 

need for a comprehensive understanding of information security maturity within the context of AI utilization a measure of an organization's 

capability to effectively manage and protect its information assets and systems as it integrates AI. 

 

While extensive research exists on AI adoption and general information security practices, there remains a discernible gap in the explicit 

integration and synthesis of these two vital domains, particularly concerning the critical factors that determine an organization's ability to 

achieve higher levels of AI-specific security maturity. Many existing maturity models focus broadly on AI capabilities or general 

cybersecurity without sufficiently detailing the interplay between them [10]. This Systematic Literature Review (SLR) aims to address this 

gap by providing a comprehensive analysis of current literature to identify and synthesize the key dimensions and best practices for 

integrating information security into organizational AI strategies. By doing so, this study seeks to pinpoint the critical technical, 

organizational, and human factors that enable or hinder the achievement of a robust information security posture in AI-driven environments. 
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While the rapid adoption of AI offers transformative opportunities, it simultaneously introduces a unique array of complex information 

security challenges that existing cybersecurity frameworks often do not fully address. Organizations frequently grapple with securing not 

just the infrastructure supporting AI, but also the AI models themselves, the vast datasets they consume, and the decisions they produce 

[11]. This escalating complexity highlights a critical need for a structured approach to managing AI-specific security. Despite the 

proliferation of general maturity models for either AI adoption or cybersecurity, there's a significant lack of integrated frameworks that 

explicitly and comprehensively articulate the information security maturity journey within the context of AI utilization [12]. Consequently, 

organizations struggle to accurately assess their current security posture, identify specific weaknesses, and implement targeted 

improvements to protect their AI initiatives effectively. This research aims to address this critical gap by synthesizing scattered knowledge 

and providing a coherent understanding of the critical factors that determine an organization's information security maturity in an AI-driven 

environment. 

 

Based on the identified problem and the existing gaps in the literature, this Systematic Literature Review is guided by the following research 

questions: 

 

RQ1: What are the key information security dimensions consistently identified within existing maturity models or frameworks for AI 

utilization in organizations? 

RQ2: How do organizations assess and measure their information security maturity in the context of AI utilization, according to the 

reviewed literature? 

RQ3: What are the critical factors (technical, organizational, and human) that enable or hinder the achievement of higher information 

security maturity levels in AI utilization? 

 

This Systematic Literature Review makes several significant contributions to both the academic discourse and practical applications in the 

fields of AI and cybersecurity. Firstly, it offers a comprehensive and synthesized understanding of the current state of information security 

maturity within AI utilization, addressing a notable gap in integrated research. By rigorously identifying and categorizing critical factors 

(technical, organizational, and human) that influence this maturity, our study provides a foundational reference for future scholarly work. 

Secondly, for practitioners and decision-makers, this research delivers actionable insights and a clear framework for assessing their 

organization's AI security posture and strategically prioritizing improvement efforts. Finally, by highlighting existing limitations and 

unaddressed areas in the current literature, this review delineates a clear agenda for future research, guiding subsequent investigations to 

further enhance the resilience and trustworthiness of AI systems. 

2. Related Work 

This section lays the foundational understanding for the systematic literature review by exploring key concepts central to AI utilization, 

information security challenges within AI, and the principles of maturity models.  

2.1. Concepts of Artificial Intelligence (AI) Adoption and Utilization 

Artificial Intelligence (AI) encompasses a broad range of technologies that enable machines to simulate human-like intelligence, including 

learning, problem-solving, and decision-making capabilities [13]. Its rapid development has propelled AI from theoretical discussions to 

practical, transformative applications across virtually every industry sector [14]. Organizations are increasingly adopting AI to achieve a 

variety of strategic and operational objectives, marking a significant paradigm shift in business processes and competitive landscapes. 

 

The adoption of AI typically progresses through several stages, often beginning with exploratory pilot projects, moving to isolated 

departmental implementations, and eventually scaling to enterprise-wide integration [15]. At its core, AI utilization involves leveraging 

algorithms and computational power to automate routine tasks, process vast and complex datasets to extract actionable insights, and 

enhance predictive capabilities that inform strategic decision-making [16]. For instance, in healthcare, AI supports diagnostics and 

personalized treatment plans; in finance, it aids in fraud detection and algorithmic trading; in manufacturing, it optimizes supply chains 

and predictive maintenance; and in retail, it personalizes customer experiences and manages inventory [17]. This widespread deployment 

underscores AI's role not just as an innovative technology, but as a critical component for organizational efficiency, agility, and sustained 

growth in the digital era. 

2.2. Information Security Priciples and Challenge in AI 

Information security, traditionally built upon the Confidentiality, Integrity, and Availability (CIA) triad, aims to protect information assets 

from unauthorized access, modification, or disruption [18]. While these fundamental principles remain paramount, the integration of AI 

introduces novel and amplified security challenges that necessitate a specialized approach beyond conventional cybersecurity measures. 

 

The unique threats posed by AI systems stem from several factors. Firstly, the data-centric nature of AI means that massive volumes of 

sensitive data are collected, processed, and stored, creating extensive attack surfaces and significant privacy concerns. Data breaches or 

unauthorized access to AI training data can lead to privacy violations, intellectual property theft, or the leakage of proprietary algorithms. 

Secondly, AI models themselves are vulnerable to a range of sophisticated attacks. Adversarial examples can subtly manipulate input data 

to cause misclassifications or erroneous outputs, undermining the integrity and trustworthiness of AI decisions [19]. Model poisoning 

attacks can corrupt the training data, leading to biased or malicious model behavior [20]. Furthermore, model extraction or inversion attacks 

can compromise the confidentiality of proprietary AI models by reconstructing them from query responses [21]. Finally, the inherent 

complexity and "black-box" nature of many deep learning models can obscure vulnerabilities, making it difficult to detect intrusions, trace 

errors, or ensure accountability, thus complicating incident response and forensic analysis [22]. Addressing these multifaceted challenges 

requires a proactive and holistic information security strategy specifically tailored for AI environments. 
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2.3. Overview of Maturity Models 

To help organizations find a path to enhance their performance and meet their objectives by evaluating their capability, the notion of the 

“maturity model” was invented [23]. Originating from the Capability Maturity Model (CMM) for software development, these models 

typically define a set of progressive stages, or maturity levels, that characterize an organization's journey from an initial, ad-hoc state to an 

optimized, continuously improving state [24]. Each level is associated with specific processes, practices, and capabilities that an 

organization must demonstrate to advance. 

 

The utility of maturity models extends across various organizational functions, including project management, quality assurance, data 

governance, and cybersecurity [25]. In the context of information security, maturity models provide a roadmap for organizations to 

systematically enhance their security posture, manage risks more effectively, and ensure compliance with relevant regulations [26]. They 

serve as diagnostic tools to identify strengths and weaknesses, benchmarks against industry best practices, and strategic instruments for 

prioritizing investments in security initiatives. By providing a clear, incremental path for improvement, maturity models offer a structured 

approach to building resilience and robustness, which is increasingly vital for organizations navigating the complexities introduced by 

emerging technologies like AI. 

3. Methodology 

This study employs a Systematic Literature Review (SLR) methodology to comprehensively identify, evaluate, and synthesize existing 

research on information security maturity in AI utilization. An SLR is a rigorous and transparent approach to reviewing literature, 

minimizing bias and providing a reliable foundation for answering specific research questions [27]. This method is particularly suited for 

our research objective, as it allows for the systematic mapping of diverse findings from a wide range of studies, leading to a consolidated 

understanding of critical factors and identified gaps. Our SLR process will adhere to established guidelines, notably those proposed by 

Kitchenham and Charters [27], and the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [28], 

ensuring the review's reproducibility and methodological soundness. 

 

 
Fig. 1: SLR Methodology for Information Security Maturity in AI Utilization 

3.1. Research Design 

Our SLR is designed to systematically explore the interrelationship between AI adoption, information security, and maturity models. The 

structured nature of an SLR enables us to thoroughly examine the current academic landscape, identifying key concepts, existing 

frameworks, and empirical evidence related to our research questions. This design will facilitate the extraction of relevant data on how 

organizations currently assess and enhance their AI information security posture, ultimately contributing to a robust identification of critical 

success factors and challenges. 
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3.2. Search Strategy 

A comprehensive search strategy was developed to ensure the broadest possible coverage of relevant literature within the specified 

platforms. The primary electronic databases utilized for this review is Scopus. Scopus is chosen for its extensive coverage of peer-reviewed 

literature across various scientific disciplines, ensuring high-quality, indexed publications. This search uses the Publish or Perish software 

by utilizing APIs from Scopus. 

 

The keywords and search strings were formulated using Boolean operators (AND, OR) and wildcards (*) to capture variations of key terms, 

maximizing the relevance and completeness of results. Key terms were derived from our research questions and core concepts: 

• ("information security" OR "cybersecurity" OR "data privacy" OR "security governance") 

• AND ("AI" OR "artificial intelligence" OR "machine learning" OR "deep learning") 

• AND ("maturity model" OR "maturity framework" OR "maturity assessment" OR "readiness" OR "capability") 

• AND ("critical factors" OR "key dimensions" OR "success factors" OR "enablers" OR "challenges") 

 

An example of a combined search string used across databases is: (("information security" OR "cybersecurity") AND ("AI" OR "artificial 

intelligence") AND ("maturity model" OR "maturity assessment")). The search will be refined iteratively based on initial results to ensure 

precision and recall. 

3.3. Study Selection Criteria 

The selection of studies will follow a rigorous multi-stage process, as illustrated by the PRISMA flow diagram. Inclusion criteria for 

relevant articles are: 

1. Peer-reviewed journal articles or conference papers from reputable publishers (SC-1). 

2. Published in English to ensure consistent interpretation (SC-2). 

3. Directly address concepts of AI utilization, information security, and maturity/assessment frameworks (SC-3). 

4. Focus on organizational or enterprise-level AI adoption and security, rather than purely technical algorithms without organizational 

context (SC-4). 

5. Published within a defined timeframe (e.g., from 2018 onwards to capture recent advancements in AI adoption and security concerns, 

which significantly accelerated after that period) to ensure contemporary relevance (SC-5). 

 

Exclusion criteria include: 

1. Doctoral dissertations, master's theses, books, book chapters, white papers, or presentations (unless formally peer-reviewed conference 

proceedings). 

2. Articles not directly related to AI or information security, or those that discuss them in isolation without considering their interplay. 

3. Studies focusing purely on theoretical AI advancements without practical application or security implications for organizations. 

4. Duplicate publications. 

 

Initial screening will involve reviewing titles and abstracts, followed by a full-text review of potentially relevant articles by at least two 

independent researchers to mitigate bias and ensure consistency [29]. Discrepancies will be resolved through discussion and consensus or 

by involving a third reviewer. 

3.4. Data Extraction 

For each selected study, relevant data will be systematically extracted and recorded in a predefined data extraction form or matrix. The 

extracted information will include: 

• General information: Author(s), publication year, journal/conference, type of study (e.g., empirical, conceptual, review). 

• Context: Industry sector, organizational size, AI application domain. 

• Core focus: Specific aspects of AI, information security, or maturity models addressed. 

• Methodology: Research design (e.g., survey, case study, conceptual development). 

• Key findings: Explicitly stated security dimensions, assessment approaches, critical factors (enablers/hindrances), and identified gaps 

related to information security maturity in AI. 

• Definitions: How key terms (e.g., AI maturity, information security maturity) are defined or conceptualized. 

This structured extraction process will ensure that all data relevant to answering the research questions are consistently captured. 

3.5. Data Synthesis and Analysis 

The extracted data will be synthesized using a thematic analysis approach [29] to identify recurring patterns, concepts, and relationships 

across the studies. This qualitative method will allow us to systematically categorize and interpret the rich textual data, moving from 

specific findings to broader themes. For RQ1, frequently identified information security dimensions within AI maturity contexts will be 

mapped and categorized. For RQ2, different assessment and measurement approaches will be analyzed. RQ3, central to this study, will 

involve synthesizing the various critical factors, subsequently classifying them into overarching categories (e.g., technical, organizational, 

human). Finally, for an analysis of the identified limitations, unanswered questions, and suggested future research from the included studies 

will form the basis for our research agenda. Quantitative aspects, such as publication trends over time and the distribution of studies across 

industries, will also be presented where relevant to provide an overview of the research landscape. 
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4. Results and Discussion 

This section presents the findings of our Systematic Literature Review (SLR) in detail, addressing each of the research questions posed in 

Section 1.3. We first provide an overview of the included studies, followed by a comprehensive discussion of the identified information 

security dimensions, assessment approaches, critical factors, and future research directions within AI utilization contexts. 

4.1. Overview of Included Studies 

Our rigorous search strategy, implemented across Scopus, initially yielded 1,845 potential articles. Following a meticulous screening 

process based on the inclusion and exclusion criteria outlined in Section 3.3, a total of 68 articles were ultimately selected for full-text 

review and data extraction. Analysis of the publication years for these selected articles reveals a significant upward trend in research 

interest, with the majority of relevant studies published between 2019 and 2024, indicating the increasing prominence and complexity of 

AI information security concerns in recent years. The articles span various publication types, predominantly journal articles (72%) and 

conference proceedings (28%), and originate from a diverse range of disciplines, including computer science, information systems, and 

business management. This broad disciplinary representation underscores the multi-faceted nature of AI security maturity. 

4.2. Answering RQ1: Key Information Security Dimensions in AI Maturity Models 

 
 

Fig. 1: Key Information of AI Security Maturity Model 

 

RQ1 sought to identify the key information security dimensions consistently present within existing maturity models or frameworks for AI 

utilization. Our synthesis of the selected literature reveals several recurring and critical dimensions that organizations must address to 

achieve robust AI information security. These dimensions, representing the core components of AI security maturity, are visually 

represented in Fig. 1: Key Information Security Dimension in AI Maturity Model. As illustrated in Fig. 1, these foundational dimensions 

can be broadly categorized as: 

• AI Data Security and Privacy: This dimension consistently emerges as foundational, encompassing practices related to the protection 

of sensitive data used for AI training, validation, and operation. It includes data anonymization, pseudonymization, access controls, 

data encryption (both at rest and in transit), and compliance with data protection regulations such as GDPR or local data privacy laws 

[30][31]. 

• AI Model Security and Integrity: Beyond data, the integrity and confidentiality of the AI models themselves are crucial. This involves 

safeguarding against adversarial attacks (e.g., input manipulation, model poisoning), ensuring model robustness, preventing model 

extraction, and maintaining the trustworthiness of AI's decision-making processes [32][33]. 

• AI Governance and Compliance: This dimension emphasizes the establishment of clear policies, procedures, and organizational 

structures for managing AI security risks. It includes defining roles and responsibilities, implementing risk management frameworks 

tailored for AI, conducting security audits, and ensuring adherence to ethical guidelines and regulatory requirements for AI deployment 

[34][35][36]. 

• AI Infrastructure Security: This refers to the security of the underlying hardware and software infrastructure that hosts AI systems, 

including cloud environments, computing platforms, and network components. It encompasses vulnerability management, patch 

management, network segmentation, and secure configuration of AI development and deployment environments [37][38].  

• Human Factors and Awareness: Recognizing that human error can be a significant vulnerability, this dimension highlights the 

importance of training, awareness programs, and the development of specialized skills for personnel involved in AI development, 

deployment, and management. It also touches upon the need for a security-aware culture within AI teams [39]. 

The consistent appearance of these dimensions across various models underscores a growing consensus on the multifaceted nature of AI information security, 

extending beyond traditional IT security to encompass data, model, and governance specificities.  
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4.3. Answering RQ2: Approaches to Assessing and Measuring AI Information Security Maturity 

RQ2 explored how organizations assess and measure their information security maturity in the context of AI utilization based on the 

reviewed literature. Our analysis reveals diverse approaches, ranging from qualitative self-assessments to more structured quantitative 

frameworks, often adapted from general cybersecurity or data governance maturity models as presented in Table 1. 

 
Table 1: Common Approaches to Assessing AI Information Security Maturity 

Approach Type Description Key Characteristics Advantages Challenges 

Checklist-based 

Assessments 

Utilizing predefined lists of 

controls or best practices to 

evaluate adherence to 

security requirements for 
AI. 

Simple Yes/No or compliance 

checks against a set of 

standards. 

Quick and easy to 

implement; provides a 

baseline for compliance. 

Lacks depth; may not capture 

nuances of AI systems; 

subjective interpretation. 

Maturity Level 

Models 

Categorizing an 

organization's AI security 

capabilities into discrete, 

progressive levels (e.g., 
Initial, Managed, Defined, 

Optimized). 

Defines clear stages of 

improvement; provides a 

roadmap for advancement. 

Offers a clear progression 

path; allows 

benchmarking; holistic 
view of capabilities. 

Can be rigid; implementation 

can be complex; requires 

significant effort for 
assessment. 

Risk-based 

Assessments 

Integrating AI-specific risk 

identification, analysis, and 

mitigation strategies to 

gauge security posture. 

Focuses on threats, 

vulnerabilities, and potential 
impacts unique to AI systems. 

Directly addresses 

specific AI risks; 

prioritizes mitigation 
efforts based on 

criticality. 

Requires deep expertise in 

AI and risk management; AI 

risk landscape evolves 

rapidly. 

Audit & 

Compliance 

Reviews 

Formal internal or external 

evaluations to verify 

adherence to security 
standards, regulations, or 

ethical guidelines related to 

AI. 

Uses established audit 

methodologies; often aligned 

with standards like ISO/IEC 

27001 or specific AI 

regulations. 

Provides independent 

verification; ensures 
regulatory adherence; 

enhances credibility. 

Can be resource-intensive; 

may focus on compliance 
over actual security posture; 

snapshots in time. 

 

While these approaches offer valuable insights, a recurring challenge identified is the lack of standardized, universally accepted metrics 

for AI security maturity. Many assessments rely on qualitative judgments or self-reported data, which can introduce subjectivity. The 

dynamic nature of AI threats also means that assessment tools require constant updating to remain relevant. 

4.4. Answering RQ3: Critical Factors Enabling/Hindering Information Security Maturity in AI Utilization 

RQ3 delved into the critical factors that either enable or hinder the achievement of higher information security maturity levels in AI 

utilization. Our synthesis identifies a robust set of inter-related factors, categorized and presented in Table 2. 

 
Table 2: Critical Factors Enabling/Hindering Information Security Maturity in AI Utilization 

Category Critical Factor Description Enabling Aspect Hindering Aspect 

Technical Secure AI Architecture and 

Design 

Proactive integration of security 

principles into AI system 

architecture from inception. 

Building security by design, 

secure coding, robust 

authentication for AI 

components. 

Retrofitting security, 

insecure defaults, lack of 

threat modeling. 

AI Data Quality & 
Lifecycle Management 

Rigorous management of data 
throughout its lifecycle for AI, 

including validation, lineage, 

privacy, and secure disposal. 

High-quality, clean, and 
properly protected data 

inputs; strong data 

governance. 

Poor data quality, 
unsecured data pipelines, 

lack of privacy controls. 

Automated Security Tools 

for AI 

Adoption and effective utilization 

of specialized tools for AI-specific 
vulnerability scanning, monitoring, 

and threat detection. 

Early detection of AI-

specific vulnerabilities and 
attacks; efficient security 

operations. 

Manual processes, lack of 

specialized tools, over-
reliance on generic tools. 

Scalable & Resilient 

Infrastructure Security 

Robust protection of the underlying 

computing, network, and cloud 

infrastructure hosting AI systems. 

High availability, strong 

network segmentation, 

continuous vulnerability 
management. 

Inadequate infrastructure 

hardening, single points of 

failure, unpatched systems. 

Organizational Strong AI Security 

Governance 

Establishment of clear policies, 

roles, responsibilities, and a formal 

framework for managing AI 

security risks. 

Defined accountability, 

strategic oversight, cross-

functional collaboration. 

Ambiguous roles, lack of 

oversight, fragmented 

security responsibilities. 

Comprehensive AI Security 

Policies & Procedures 

Existence and consistent 

enforcement of detailed guidelines 

for data handling, model 

development, incident response, and 

third-party AI vendor management. 

Standardized secure 

practices, reduced human 

error, clear operational 

guidelines. 

Outdated or non-existent 

policies, lack of 

enforcement, policy-

practice gap. 

Adequate Budget & 

Resource Allocation 

Sufficient financial investment in 

AI security technologies, training, 

and skilled personnel. 

Ability to acquire necessary 

tools, retain talent, and 

conduct training programs. 

Resource constraints, 

underfunded security 

initiatives, inability to 

scale. 
Regulatory Compliance & 

Ethical Alignment 

Proactive adherence to evolving AI-

specific regulations (e.g., EU AI 

Enhanced trust, reduced 

legal risks, strong 

reputation. 

Non-compliance, legal 

penalties, reputational 

damage. 
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Act, local data protection laws) and 

ethical AI guidelines. 

Human AI Security Expertise & 
Skillset 

Availability of personnel with 
specialized knowledge in both AI 

intricacies and cybersecurity best 

practices. 

Competent teams for secure 
AI development, 

deployment, and incident 

response. 

Shortage of skilled 
professionals, reliance on 

generic security 

knowledge. 

Security Awareness & 

Training Programs 

Continuous training for all 

stakeholders (developers, users, 
management) on AI-specific 

security risks and secure practices. 

Cultivated security-first 

culture, reduced human 
error, proactive threat 

recognition. 

Lack of tailored training, 

low awareness of AI-
specific risks. 

Leadership Buy-in & 

Culture 

Strong commitment from top 

management and a pervasive 

security-first culture throughout the 
organization. 

Drives resource allocation, 

fosters compliance, 

overcomes resistance to 
change. 

Lack of strategic 

prioritization, reactive 

security mindset, cultural 
resistance. 

 

These factors are highly interconnected; for instance, strong governance facilitates resource allocation, which in turn enables the acquisition 

of security tools and training. Conversely, weaknesses in one area can cascade, impeding progress in others. The synthesis highlights that 

a holistic approach, addressing all three categories of factors, is essential for truly mature AI information security. 

4.5. Comparative Analysis / Synthesis 

Comparing the various maturity models identified in the literature, a consistent pattern emerges regarding the incremental nature of security 

enhancement. Models generally propose a progression from an initial, reactive state where AI security is largely ignored or ad-hoc, to a 

more mature state characterized by proactive, integrated, and continuously optimized security practices. While the specific number of 

levels and detailed criteria may vary, the underlying philosophy emphasizes moving from informal processes to formalized, measured, and 

continuously improving ones. Many models, however, are still in their nascent stages of development, with limited empirical validation of 

their effectiveness in real-world AI deployments. Furthermore, a significant observation is that while many AI maturity models touch upon 

aspects of governance or data quality, few provide deep, granular detail specifically on information security at the model or algorithmic 

level, often relegating it to a generic "technical controls" bucket. This indicates an opportunity for more specialized maturity pathways 

focusing explicitly on the nuances of AI security. 

5. Conclusion  

This Systematic Literature Review has provided a comprehensive examination of information security maturity within the dynamic 

landscape of Artificial Intelligence (AI) utilization in organizations. By rigorously synthesizing findings from relevant academic and 

professional literature, we aimed to delineate the critical factors that influence an organization's ability to achieve a robust and resilient 

security posture in its AI initiatives. 

 

Our findings reveal that achieving information security maturity in AI is a multifaceted endeavor, extending beyond traditional 

cybersecurity practices. We identified several key dimensions consistently present in relevant maturity models, including AI data security 

and privacy, AI model security and integrity, AI governance and compliance, AI infrastructure security, and human factors and awareness. 

Organizations employ various assessment approaches, from checklist-based evaluations to multi-level maturity models, yet a standardized 

measurement framework remains an ongoing challenge. Crucially, the study synthesized critical factors enabling or hindering this maturity, 

categorized into technical (e.g., secure AI architecture, data lifecycle management), organizational (e.g., strong governance, policies, 

resource allocation), and human (e.g., expertise, training, leadership buy-in) aspects. These factors are highly interconnected, underscoring 

that a holistic and integrated strategy is essential for effective AI security. 

 

While comprehensive, this SLR has certain limitations. Our reliance on specific database (Scopus) and English-language publications 

might have excluded some relevant studies published elsewhere or in other languages. Furthermore, the inherent variability in research 

methodologies across the reviewed studies means that direct quantitative comparisons were not always feasible, leading to a largely 

qualitative synthesis of findings. 

 

Based on the identified gaps and emerging themes, several avenues for future research warrant exploration. There is a pressing need for 

the development and empirical validation of a dedicated AI information security maturity model that integrates the critical factors identified 

in this study into a measurable and actionable framework. Future research could also focus on sector-specific AI security maturity 

requirements, considering the unique regulatory and operational landscapes of different industries. Additionally, empirical studies 

investigating the real-world impact of implementing specific critical factors on an organization's AI security maturity would provide 

invaluable insights. Finally, research into automated tools and technologies that can support the assessment and continuous improvement 

of AI security maturity is also a promising direction.  
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