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Abstract 
The quality of national education and teaching needs to be monitored continuously in every stage and step of educational 
activities. The monitoring is intended as an effort to control the quality of education and furthermore as a guarantee of the 
quality of education. Therefore, a method is needed to facilitate the grouping of high school student data. With the k-means 
clustering approach, the division of student groups can be done based on the national final exam scores. In this study, stu-
dents were clustered using the K-Means algorithm. By using K-Means, it aims to facilitate the grouping of the highest and 
lowest Pemtangssiantar High School students. The result is a picture that shows the grouping of students based on national 
final exam scores. 
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1. Introduction 

One way that can be used to measure the quality of education is to group the UAN scores obtained by each school[1],[2]. 
Therefore, an analysis is needed to obtain more detailed results in the grouping of schools so that the information obtained 
is a description of the quality of the school based on the results of the National Examination and other value components 
that influence it. The relatively different national final exam scores in each school can be used as a reference by the gov-
ernment in order to improve and equalize the quality of education in Indonesia in general and in Pematangsiantar in par-
ticular. Therefore, the central government and local governments must also pay attention to the acquisition of UAN scores 
obtained by each school. Indeed, the national final exam cannot be used as the sole measure of the quality of education in 
schools, but the national final exam is the first and most visible indicator in society to measure the quality of education. 
 A fairly popular method to answer this problem is cluster analysis[3],[4],[5]. Cluster analysis is a name for groups 
in a multivariate technique which essentially aims to group objects based on the characteristics of the object. The results of 
grouping objects must be able to show high internal homogeneity (within clusters) and high external heterogeneity as well 
(between clusters). 
 In the hierarchical method, the determination or selection of the number of clusters is carried out by the clustering 
process[6],[7], in other words the number of clusters cannot be known beforehand, the results of which are entirely left to 
the researcher by prioritizing subjectivity in accordance with the research objectives. This resulted in the clusters formed 
could be 4, 5, 3 or 2 related to the subjectivity of the researcher. Whereas in the non-hierarchical method, the determination 
or selection of the number of clusters must be determined at the beginning before the clustering process runs, so that the 
end result will form the same number of clusters[8]. 
 
2. Research Methodology  
 
Grouping Pematangsiantar high school students using the K-Means Clustering method. In this section the author will 
explain how the data collection procedures will be used in this study. In research, several procedures for data collection 
such as library research are used, namely using libraries[9], books, proceedings or journals as a medium for reference 
material in determining the parameters used in research and data sources taken from the branch office of the 
Pematangsiantar City Education office. 
 
2.1. Data Analisys 
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The data analysis process is carried out after data collection and processed into Microsoft Excel whose results will be 
applied to RapidMiner. The author will analyze descriptive statistical data, namely methods related to collecting data, 
presenting a data set so as to provide useful information. The type of data used in this study is secondary data, namely data 
obtained not from the source directly but has been collected by other parties and has been processed and has a relationship 
with the problems studied. 

Data on the achievement of high school national exam scores in Pematangsiantar used in this study can be seen in 
the following table: 

 
TABLE 1 

Data on the achievement of high school national in Pematangsiantar 
 

No Name Of Educa-
tion Unit 

Average Value On Test Eyes 

Indone-
sian English Mathematic Physics Chemi-

cal Biology Sosiology 
Geo-

graph-
ic 

1 SMA Negeri 1  71.23 58 41.93 47.26 45.96 53.7 52.77 59 
2 SMA Negeri 2  69.13 58.07 42.03 43.44 55.44 51.79 55.46 63.5 
3 SMA Negeri 3  71.51 57.71 44.16 55.13 49.17 56.75 50.41 45.44 
4 SMA Negeri 4  78.76 68.39 60.62 45.95 64.9 60.33 60.15 47 

5 SMA Swasta Rk 
Bintang Timur  75.37 62.36 42.47 47.76 52.64 50.63 63.68 67.5 

6 SMA Swasta YP 
HKBP 1  58.67 43.53 34.25 40.83 45.83 45.6 43.71 47.5 

7 SMA Swasta Hara-
pan  50.12 46.94 32.21 42.92 45.78 44.77 42 56 

8 SMA Swasta Semi-
nari  81 72 47.5 80 55.88 53.21 75.73 45 

9 SMA Swasta Pelita  67.59 63.59 57.78 68 66.87 58.75 45 56 
10 SMA Swasta YPI 62.5 48.75 34.69 51.25 56.66 42.5 43 57 
11 SMA Swasta Melati  50.16 47.47 30.41 55 56 42.09 46 37.45 

12 SMA Swasta Taman 
Siswa  63.21 44.8 33.11 33.89 45 46.26 55 44.43 

13 SMA Swasta PGRI 
10  57.25 40 34.06 54 64 39.38 56 67 

14 SMA Swasta Karti-
ka I-4  61.11 46.73 37.58 43.89 41.67 48.72 45.88 41.2 

15 SMA Swasta 
Perguruan Keluarga  67.94 53.77 34.92 36.88 44.69 46.18 50.64 42.26 

16 SMA Swasta 
Teladan  67.32 47.14 36.82 38.75 48.33 47.38 55.35 57.75 

17 SMA Swasta Kris-
ten Kalam Kudus  76.82 71.64 45.61 56.19 55.57 65.23 64.49 63 

18 SMA Swasta Meth-
odist  76.86 72.08 55.78 63.36 74.55 62.5 51.25 57.89 

19 SMA Swasta Surya  48 39.67 26.25 53 65 39.17 28 37.67 

20 SMA Swasta Budi 
Mulia  81.76 82.01 65.05 63.46 64 81.89 68.79 71.44 

21 SMA Swasta Er-
langga  58.67 40 31 56 62 38.83 44.45 57 

22 
SMA Swasta Kam-
pus Hkbp No-
mensen  64.92 48.75 36.25 35.25 45.77 43.33 56.2 46.4 

23 SMA Swasta Ad-
vent  70.62 56.95 38.03 43.25 48.75 53.65 52 45.13 

24 SMA Swasta Sultan 
Agung  73.54 61.1 41.98 44.38 48.44 53.86 52.37 48.18 

25 SMA Swasta Mars  66.31 43.92 31.54 36.5 63 38.93 47.13 60 

26 SMA Swasta Tri 
Sakti  45.43 37.71 27.86 48 45 35.36 67 58 

27 SMA Negeri 5  66 47.26 35.84 38.13 36.96 45.84 45.98 40.73 
28 SMA Negeri 6  65.9 54.1 38.6 38.61 49.42 50.14 50 47.28 

 
 
 
 
 
2.2. Research Contribution 
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It is hoped that the results of this study can contribute to the Pematangsiantar local government so that students who enter 
the low cluster get more attention and improve welfare and should be given more guidance by the Pematangsiantar city 
government in the future. 

 
3. Result and Discussion     
 
In this study, the data were grouped into 2 clusters, namely the highest and lowest national examination scores. The 
following is a description of the manual calculation process for the K-Means clustering algorithm[10],[11],[12]. 
 
3.1. Data processing 
The following are the steps in data processing using the K-Means Algorithm: 

a. Determining the Data to be Clustered 
The data on the achievement of high school national exam scores in Pematangsiantar used in this study consisted 
of 28 schools with the scores shown in Table 1. 

b. Determining the Value of k Number of Clusters 
The number of clusters is 2 clusters. The clusters formed are high clusters (C1) and low clusters (C2). 

c. Determining the Centroid Value (Cluster Center) 
Determination of the initial cluster center is determined randomly which is taken from the data in the range. The 
value for the high cluster (cluster 1) is taken from the highest value in table 1 and the value for the lowest cluster 
(cluster 2) is taken from the lowest value in table 1. The following is the data centroid table in table 2. 
 

TABLE 2 
Initial Data Centroid 

  Ind Eng Math Phis Chem Bio Sosio Geo 

C I 81.76 82.01 65.05 80 74.55 81.89 75.73 71.44 

C II 45.43 37.71 26.25 33.89 36.96 35.36 28 37.45 

 
d. Calculating the Distance of Each Data to the Centroid (Cluster Center) 

After the initial cluster center value data is determined, the next step is to calculate the distance of each data to the 
cluster center[13]. The process of finding the shortest distance in iteration 1 can be seen in the calculations and 
tables below: 

𝐷!",$% = # (71,23 − 81,76)& + (58 − 82,01)& +
(41,93 − 65,05)& + (47,26 − 80)& + (45,96 − 74,55)& + (53,7 − 81,89)& +	(52,77 − 75,73)& + (59 − 71,44)& 

= 67.73317 

𝐷!",$& = 	#
(71,23 − 45,43)& + (58 − 37,71)& +

(41,93 − 26,25)& + (47,26 − 33,89)& + (45,96 − 36,96)& + (53,7 − 35,36)& +	(52,77 − 28)& + (59 − 37,45)& 

 = 54.74719 
 
The results of the entire calculation can be seen in Table 3 below: 

 
TABLE 3 

Calculation Result of Center Cluster Distance Iteration 1 
 

NO NAME OF EDUCATION UNIT C I C II Nearest distance 

1 SMA Negeri 1  67.73317 54.74719 54.74718623 
2 SMA Negeri 2  65.9114 57.97016 57.97016388 

3 SMA Negeri 3  65.90696 54.9976 54.99760449 
4 SMA Negeri 4  52.6454 76.86261 52.64539771 

5 SMA Swasta Rk Bintang Timur  59.95157 67.93079 59.95156712 
6 SMA Swasta YP HKBP 1  90.75789 29.20059 29.20059417 

7 SMA Swasta Harapan  90.9181 30.50729 30.50728601 
8 SMA Swasta Seminari Menengah  47.73851 89.61288 47.73850752 

9 SMA Swasta Pelita  50.14087 73.43892 50.14086856 
10 SMA Swasta YPI 79.85523 42.80353 42.80352556 

11 SMA Swasta Melati  89.35232 36.22682 36.22682294 
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NO NAME OF EDUCATION UNIT C I C II Nearest distance 

12 SMA Swasta Taman Siswa  90.42652 37.07598 37.0759774 
13 SMA Swasta Pgri 10  79.55721 54.90801 54.9080067 

14 SMA Swasta Kartika I-4  87.84337 33.01549 33.01548576 
15 SMA Swasta Perguruan Keluarga  86.04328 39.51283 39.51282956 

… ………. ………. ………. ………. 
   
  Cluster results can be seen in the following Table 4 
 

TABLE 4 
Cluster results Iteration 1 

 
NO NAMA SATUAN PENDIDIKAN C1 C2 

1 SMA Negeri 1   1 
2 SMA Negeri 2   1 

3 SMA Negeri 3   1 
4 SMA Negeri 4  1  

5 SMA Swasta Rk Bintang Timur  1  
6 SMA Swasta YP HKBP 1   1 

7 SMA Swasta Harapan   1 
8 SMA Swasta Seminari  1  

9 SMA Swasta Pelita 1  
10 SMA Swasta YPI   1 

11 SMA Swasta Melati  1 
12 SMA Swasta Taman Siswa   1 

13 SMA Swasta Pgri 10   1 
14 SMA Swasta Kartika I-4   1 

15 SMA Swasta Perguruan Keluarga   1 
…. ………. ….. ….. 

 
e. Determining the Position of the Cluster or Grouping 

The K-Means process will continue to iterate until the data grouping is the same as the previous iteration data 
grouping[14]. The process will continue to iterate until the data in the last iteration is the same as the previous it-
eration. 
 

f. Calculates the new centroid using the results in each cluster. After getting the results of the distance from each 
object in the 1st iteration, then proceed to the 2nd iteration. 

 
TABLE 5 

Cluster result iteration 2 
 

NO NAME OF EDUCATION UNIT C 1 C 2 

1 SMA Negeri 1   1 

2 SMA Negeri 2   1 
3 SMA Negeri 3   1 

4 SMA Negeri 4  1  
5 SMA Swasta Rk Bintang Timur  1  

6 SMA Swasta YP HKBP 1   1 
7 SMA Swasta Harapan   1 

8 SMA Swasta Seminari Menengah  1  
9 SMA Swasta Pelita  1  

10 SMA Swasta YPI  1 



Journal of Artificial Intelligence and Engineering Applications 19 

 

 

NO NAME OF EDUCATION UNIT C 1 C 2 

11 SMA Swasta Melati   1 

12 SMA Swasta Taman Siswa   1 
13 SMA Swasta Pgri 10   1 

14 SMA Swasta Kartika I-4   1 
15 SMA Swasta Perguruan Keluarga   1 

16 SMA Swasta Teladan   1 
17 SMA Swasta Kristen Kalam Kudus  1  

18 SMA Swasta Methodist 1  
19 SMA Swasta Surya   1 

20 SMA Swasta Budi Mulia  1  
21 SMA Swasta Erlangga   1 

22 SMA Swasta Kampus Hkbp Nomensen   1 
23 SMA Swasta Advent   1 

24 SMA Swasta Sultan Agung   1 
25 SMA Swasta Mars   1 

26 SMA Swasta Tri Sakti   1 
27 SMA Negeri 5   1 

28 SMA Negeri 6   1 
 

The data above obtained the final result where in iteration 1 and iteration 2 the data grouping carried out on 2 clusters 
obtained the same results. The results of the second iteration are C1 = 7 and C2 = 21 in the data position of each 
cluster. So that the position of the cluster in the data does not change again, the iteration process stops until iteration 2. 

 
 3.2. Implementation of the K-Means Algorithm with RapidMiner 

The implementation of school grouping is also carried out using RapidMiner tools. The processes and results that can 
be seen are as follows in Figure 2: 

 

 
Figure 2: Results of The Grouping 

 
Based on Figure 2 above, it can be seen that the low group has 7 nodes in red, while the high group has 21 nodes in 
blue. The results obtained from processing the K-Means Algorithm on RapidMiner are as follows: 
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Figure 3: RapidMiner Processing Results 
 

 Explained that the results of the manual calculation of the k-means algorithm and Microsoft excel data have the same 
value, namely between several clusters, namely high 21 and low 7 clusters, and entering Microsoft excel calculations 
into rapidminer has the same value as well. 

 
4. Conclusion 

 
The data processed to obtain the results of the National High School Exam Score Achievement in Pematangsiantar 
applying the K-Means Clustering method can determine the centroid value in 2 clusters, namely the highest and lowest 
clusters. The highest cluster produces 21 schools and the low cluster produces 7 schools. These results are expected to 
be input for the Education Party to pay more attention to schools that have the lowest National Examination Scores. 
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