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Abstract 
 

The development of the digital era has encouraged the adoption of mobile banking applications that facilitate banking transactions, 

including the BCA Mobile application which is simple but still adheres to a slightly outdated, user-friendly appearance but to provide the 

best service, it is necessary to evaluate the various problems that arise through review analysis. This study aims to conduct sentiment 

analysis of BCA Mobile application reviews taken from the Google Play Store, with data totaling 1,200 reviews scraping results using 

Google Collaboratory python programming language, to categorize negative and positive reviews used manual labeling for more accurate 

results, the Naïve Bayes approach is used in classifying positive and negative category reviews due to the ability of this algorithm to handle 

text data. However, the weakness of Naïve Bayes which is sensitive to irrelevant features can cause a decrease in accuracy. This research 

implements Genetic algorithm to improve the performance of Naïve Bayes. The results showed that the application of Genetic algorithm 

successfully increased the accuracy, precision of Naïve Bayes classification 95%, precision 92% to accuracy 98%, precision 99%, which 

proved the effectiveness of Genetic algorithm in optimizing the model and improving the quality of sentiment analysis. 

 
Keywords: Genetic Algorithm; Naive Bayes; Sentiment Analysis; Bank Application; Optimization 
 

1. Introduction 

In today's digital era, mobile-based banking applications have become a major necessity for customers who want convenience and 

efficiency in transactions. One of the leading mobile banking apps in Indonesia is BCA Mobile, which has been named the number one 

favorite m-banking app by 2024 according to GoodStats.id. The app was developed by PT Bank Central Asia Tbk (BCA) and offers a 

variety of features, such as fund transfers, bill payments, and credit purchases, that make it easier for customers to do their banking 

activities[1]. To stay competitive and meet user expectations, it is important for BCA to understand user perceptions of its applications. 

Sentiment analysis of user reviews is an effective solution to identify the strengths and weaknesses of the app, allowing developers to 

improve service quality in the future[2]. Sentiment analysis of user reviews of applications such as BCA Mobile is becoming increasingly 

important amid the increasing adoption of digital technology[3]. While technology continues to evolve, the challenge of understanding 

user perception and experience remains significant. Many previous studies have focused more on technical aspects, while user experience 

is often overlooked. Issues such as data security, privacy, and app reliability are major concerns that affect user satisfaction and loyalty. 

Negative reviews that are not handled properly can damage an app's reputation. Therefore, sentiment analysis offers a solution to identify 

problems and improve app quality, while providing valuable insights to increase competitiveness in a competitive market. According to 

Hendra & Fitriyani in a study entitled “Sentiment Analysis of Halodoc Reviews Using Naïve Bayes Classifier”.Halodoc is a digital 

application service that allows users to access various health services anytime and anywhere. Reviews from users on the Google Play Store 

are a source of evaluation to optimize application performance. The research categorizes user reviews into positive sentiment, with the 

results of the sentiment analysis accuracy rate of 81.68% using the naïve bayes method[4]. Meanwhile, according to Rahman & Utami 

reported the results of their research entitled “Sentiment analysis of applications on Google Playstore using Naïve Bayes Algorithm and 

Genetic Algorithm.” Previous research evaluated the accuracy of sentiment analysis on four applications, namely Shopee, Gojek, 

Ruangguru, and Tokopedia, using two naïve bayes methods optimized with genetics. The results showed that the average accuracy using 

only naïve bayes reached 90%, but after applying the genetic algorithm wrapper feature, the average accuracy increased to 95%. This 

proves that genetic algorithm can significantly improve the performance of naïve bayes in sentiment analysis[5]. Furthermore, there is 

another study entitled “Naïve Bayes Optimization Using Genetic Algorithms on the Classification of Cyberbullying Comments on Social 

Media X”.This study uses two models to test the optimization of the naïve bayes algorithm with the genetic algorithm wrapper feature. The 

purpose of the research is to evaluate the effectiveness of optimization in addressing the issue of cyberbullying which often occurs in 

society and is a controversial topic on the X social media platform. The data used consists of 1,176 scrapped comments on the social media. 

After applying the genetic algorithm feature, the classification accuracy of comments related to cyberbullying increased to 77%[6]. The 

first objective of the research discussion was to evaluate user perceptions of the BCA Mobile application. This was done using the naive 

bayes method and google-colaboratory genetic features, as well as the python programming language[7]. The purpose of this research is 
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to find the general perception of users, categorize frequently commented elements, and understand the elements that influence negative 

sentiment. Naive Bayes will be used to classify BCA Mobile user reviews into two labels: positive and negative. By conducting a 

comprehensive sentiment analysis, the research is expected to fill the existing knowledge gap in the literature related to user experiences 

with mobile banking applications. Significantly, this research will contribute to the field of informatics by providing an effective method 

for automatically evaluating user reviews. Additionally, the results of this research will have practical distribution benefits for software 

developers and BCA management in improving application quality, identifying areas for improvement, and designing better development 

strategies to meet user expectations. The genetic algorithm selection feature is very helpful in optimizing the hyperparameters of Naïve 

Bayes, reducing classification errors, increasing accuracy, and helping Naïve Bayes work more effectively. To achieve the research 

objectives, the method to be applied is sentiment analysis of BCA Mobile application user reviews using a genetic algorithm, an algorithm 

that can be used for optimization based on the principles of natural selection and natural genetics, which have been successfully applied in 

machine learning and optimization. The Naïve Bayes algorithm will use Google Colaboratory and the Python programming language. The 

latest user review data will be collected from BCA Mobile through platforms such as the Google Play Store. After data collection, the next 

step is data pre-processing, which includes data cleaning, tokenization, case folding, stopwords, and stemming to prepare the data before 

analysis. To categorize the sentiment of reviews into positive or negative categories, the naive bayes algorithm will be used. Patterns and 

trends in user perception and experience can be identified through this data analysis technique, which allows for the identification of 

sentiment patterns and trends. This computational method is not only efficient but also provides accurate results in understanding user 

sentiment, which can be used as a basis for decision-making in the development strategy of the BCA mobile application. 

2. Research Methodology 

This research evaluates the influence of independent variables on dependent variables. To study the events discussed, a quantitative 

approach was used. Quantitative data were obtained from reviews of the BCA Mobile application available on the Google Play Store[8]. 

The collection of review data was carried out using Google Play Scraper to extract data from the Google Play Store. The data obtained is 

processed using the Text Mining method, with word weighting calculated using Term Frequency-Inverse Document Frequency. (TF-

IDF)[9]. After the manual labeling process, the reviews are categorized into positive or negative sentiment. To improve accuracy, genetic 

algorithms are used to optimize the hyperparameters of the Naive Bayes model, which serves as the main text classification method. 

2.1. Data Analysis Techniques 

This research uses the Knowledge Discovery in Databases (KDD) approach, a systematic data analysis method to extract valuable 

information. The process begins with understanding the research objectives and its domain, followed by data processing to handle missing 

values or anomalies. The next stage is Exploratory Data Analysis (EDA), which involves descriptive analysis and visualization to deeply 

understand the characteristics of the data[10].The feature engineering process can be carried out to create new features that enhance the 

model's performance. Model selection becomes a crucial step, followed by training using the training data. Model evaluation is conducted 

to measure performance using metrics such as accuracy and precision. The results of the analysis are interpreted to gain a deeper 

understanding of the data and findings. The knowledge obtained from this analysis can be used for business decision-making or scientific 

development. This KDD approach provides a strong foundation for exploring and understanding the meaning within the dataset. Figure 1 

shows the stages in KDD. 

 

Fig. 1: Research methodology. 

From the example, it can be seen in Fig 1 showing the stages of knowledge discovery in databases, data selection, preprocessing, transformation, data 

mining, evaluation. 

2.2. Data Collection 

The initial process in this research is data collection. Data is taken from reviews of the BCA Mobile application found on the Google Play 

Store using scraping techniques. This process is carried out using the Python programming language through the Google Colaboratory 

platform, utilizing the google-play-library package. The data obtained is then stored in .csv file format for further analysis. 
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2.3. Preprocessing 

The preprocessing stage aims to prepare the data for analysis. This process includes several steps, namely: 

1. Cleansing data: Removing irrelevant elements to ensure data quality. 

2. Tokenization: Breaking down text into small units (tokens) such as words or phrases. 

3. Case folding: Converting all letters to lowercase for uniformity. 

4. Stopwords removal: Removing common words that do not have analytical value. 

5. Stemming: Returning a word to its base form or root word. 

2.4. Transformation  

At the data transformation stage, the data is changed from its original form to a more suitable format so that it can be processed efficiently 

for analysis or modeling. One of the methods used is TF-IDF (Term Frequency-Inverse Document Frequency). TF-IDF works by assigning 

weights to each word based on two aspects. Term Frequency (TF) Measures how often a word appears in a specific document, Inverse 

Document Frequency (IDF) Assesses the uniqueness of a word by comparing its occurrence in a specific document with the entire collection 

of documents. A word that rarely appears across all documents will have a higher IDF value. This TF-IDF technology generates a numerical 

representation of the text, making it easier for further analysis or application in data modeling. 

2.5. Data Mining 

At the data mining stage, the collected data is divided into two parts, namely training data and test data. Training data is used to train the 

model to learn patterns in the data, while test data is used to measure how well the model can predict new data that it has not encountered 

before. This division is important to ensure that the model not only performs well on the training data but also provides reliable results 

when applied to real data. 

2.6. Evaluation 

The evaluation stage in this research uses a Confusion Matrix to assess the performance of the Naïve Bayes algorithm optimized with a 

Genetic Algorithm. The evaluation was conducted by measuring the accuracy and precision values, which are the main indicators in 

assessing the model's performance. Confusion Matrix is used to analyze the effectiveness of the model in predicting classes or labels. This 

matrix provides a comparative overview between true predictions and false predictions, both for positive and negative classes. By involving 

four main elements, namely True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN), this evaluation ensures 

that the model resulting from Genetic Algorithm optimization can provide more accurate and precise predictions compared to the Naïve 

Bayes model without optimization. 

3. Results And Discussion 

3.1. Data Collection 

This research utilizes secondary data, which is data obtained from media or other intermediaries. The data was collected using Python 

through Google Colaboratory with the help of libraries, utilizing the google-play-scraper library to search for and collect reviews and user 

opinions on the BCA Mobile app in the Google Play Store[11]. Latest reviews NEWEST. The data obtained from scraping this research 

consists of 1,200 reviews in Indonesian. Fig 2 is the result of scrapping using the google-play-scrapper library 

 

 
Fig. 2: Scraping Results 
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Fig. 3: Attribut Content 

 

Fig 2 and 3 show the results of scraping from Google Colab. After scraping, the data will be filtered because the obtained data has many 

attribute columns, so only the content attribute will be retained. We will create a variable my_df to store the attributes username, score, at, 

and content, and then the my_df variable will filter and only keep the content attribute. 

3.2. Labeling 

In the next step, specifically labeling, data labeling is done manually. This process involves reading each review one by one to label each 

word that contains emotion as negative feelings and, conversely, each word that conveys praise as positive sentiment[12] the sentiment 

distribution generated manually labels 716 positive reviews, 484 negative reviews, from a total dataset of 1,200 review rows. Table 1 shows 

the results of the manual labeling. 

Table 1: Manual Labeling 

No Content Sentiment 

1 Bagus sekali karena banyak 
membantu kita dalam beberapa 

urusan... 

Positive 

2 Ribet mau daftar aja banyak syarat Negative 

3.3. Case Folding 

Case folding is a technique to convert all letters in a text to lowercase, such as converting "A-Z" to "a-z". This process also removes 

unnecessary symbols to make the text more uniform and consistent. This aims to facilitate the matching, comparison, and analysis of text 

data efficiently[13]. Table 2 results from Case Folding. 

 
Table 2: Case Folding Results 

No Content Case Folding 

1 Kalau ganti hp semua transaksi 
hilang termasuk aktivasi         ♂  

kalau ganti hp semua 
transaksi hilang termasuk 

aktivasi 

2 Luar biasa, apalagi menjadi 

priority...     

luar biasa apalagi menjadi 

priority 

 

3.4. Stopwords Removal 

The process of removing common words that are usually used in large quantities and considered meaningless is called stopword removal. 

Common stopwords include conjunctions such as "is," "to," "in," "from," and "and." The purpose of stopwords is to simplify the text and 

focus on more creative and meaningful words. Table 3 shows the results of Stopword Removal. 

 
Table 3: Stopwords Removal Results 

No Case Folding Stopwords Removal 

1 bca tidak koperatif pengembalian 

nasabah salah transfer 

bca koperatif 

pengembalian nasabah 

salah transfer 

2 suka eror akhir akhir ini jd persulit 

pembayaran 

suka eror jd persulit 

pembayaran 
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3.5. Tokenize 

At this stage, tokenization is the process of breaking down sentences into smaller parts and removing special symbols, resulting in a unique 

dataset[14]. Table 4 shows the results of the Tokenize. 

Table 4: Tokenize Results 

No Stopwords Removal Tokenize 

1 eror ya bca mobile nya eror,ya,bca,mobile,nya 

2 membantu mengatasi transaksi membantu,mengatasi,transaksi 

 

3.6. Stemming  

Stemming is the process of removing affixes from words, such as prefixes and suffixes, to return the word to its base form. This technique 

helps identify words with the same root. The stemming process is carried out through the mapping and parsing of words using algorithms 

from the Python library Sastrawi. Table 5 Stemming. 
Table 5: Tokenize Results 

No Tokenize Stemming 

1 pembaruan,transaksi,tranfer baru transaksi 
tranfer 

2 adakan,menu,live,chat,kalo,kendala,tlpn,buang,pulsa adakan menu live 

chat kalo kendala 

tlpn buang pulsa 

 

3.7. Transformasi 

This procedure is a critical stage in the subsequent process of the Transformation Stage. 

 

 
Fig. 4: TF-IDF 

 

Fig 4 shows the results of the TF-IDF process. Data manipulation is necessary for TF-IDF weighting to prepare the data for the analysis 

that will be conducted. By knowing the ratio to be divided, TF is used to determine how often a word appears in a text. IDF compares the 

frequency of a word across the entire collection of documents to determine how unique or informative that word is based on the total 

number of words in the document. Higher IDF values can be found for terms that are used more sporadically across the entire collection. 

Each word in the document is weighted with TF-IDF, which is the result of multiplying TF with IDF. Where TF IDF Vectorizer and 

tfidfTransform are used for TF-IDF. The author will use Tfidftransformer to systematically calculate terms using CountVectorizer, 

calculate the Inverse Document Frequency (IDF) value, and only then will we determine the TF IDF score. The author uses this in the 

example, completing all three processes simultaneously. The number of words, IDF values, and TF-IDF scores are calculated using the 

same dataset for the reverse. 

3.8. Data Mining 

The goal of the current data mining categorization process is to uncover hidden relationships or patterns in the data, which results in the 

processes of the model that will be run[15]. In this study, the data used consists of 960 training data and 240 testing data, with the testing 

data used to train the model and test its performance. This division aims to ensure that the model can understand data patterns well during 

training and can be accurately evaluated on new data that it has never seen before. Fig 5 Results and data split process. 
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Fig. 5: Split Data 

3.9. Evaluation 

The analysis of the combination of Naïve Bayes and Genetic Algorithm (GA) was conducted to evaluate the model's effectiveness after 

optimization. The Genetic Algorithm was used to select the best features and optimize parameters, such as population size (50) and the 

number of generations. (50). The results show an improvement in the performance of the Naïve Bayes model, where the accuracy after 

optimization reached 98% with a precision of 98%. This proves that the Genetic Algorithm significantly enhances the model's ability to 

detect and classify BCA Mobile user reviews.  

 

Fig. 6: After Genetic Algorthm 

 

Fig. 7: Before Genetic Algorthm 

 

In the standard Naïve Bayes model, the evaluation shows an accuracy of 95% with a precision of 92%. Out of 240 test data, the model 

successfully classified 94 data correctly as the negative class (True Negative/TN), but there were 8 positive class data incorrectly classified 

as negative (False Negative/FN). Conversely, 5 negative class data were incorrectly classified as positive (False Positive/FP), and 133 data 

were correctly classified as the positive class (True Positive/TP). These results indicate a significant improvement after the application of 

the Genetic Algorithm. 

3.10. Implementation and evaluation Results 

The final results of this study show that the application of genetic algorithms as a wrapper successfully optimized the parameters of the 

naive bayes method, significantly improving the model's performance compared to the use of naive bayes without optimization. Genetic 

algorithms allow the feature selection process to be conducted iteratively to choose the most relevant features, which contributes to the 

increase in accuracy and classification capability of the model.In this study, evaluation was conducted using accuracy, precision, and 

confusion matrix metrics. For the unoptimized naive bayes model, the resulting accuracy was 95%, with a precision of 92%. Table 6 

Confusion Matrix. 
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Table 6: Before After Naïve Bayes And Algorithm Genetic 

Model True Negatif False Positive False Negative True Positive 

Naïve  Bayes 94 
 

5 
 

8 133 

Naïve Bayes + Genetic Algorithm 96 1 3 140 

 

 

Table 6 is the result of the confusion matrix, from which NB (naïve bayes) & NB + GA (naïve bayes optimized by genetic algorithm feature 

selection) are derived. The genetic algorithm is used to select the best features while also optimizing hyperparameters, such as a population 

size of 50 and a generation count of 50. The evaluation results show an increase in accuracy to 98%, with precision rising to 99%. The 

reduction in FP and FN values indicates that the model with genetic algorithm optimization is capable of effectively minimizing 

classification errors, resulting in a more accurate and reliable model. 

4. Conclusion 

After a series of experiments, the optimization of the genetic algorithm on the Naïve Bayes method proved capable of increasing accuracy 

and reducing classification errors in BCA Mobile sentiment analysis. This combination resulted in an accuracy of 98%, with 3 False 

Positives (FP) and 1 False Negative (FN), compared to the standard Naïve Bayes accuracy without a wrapper, which only reached 95%. 

Genetic algorithms use the best fitness and best solution parameters to optimize the model, with evaluation through a population size of 50 

generations. This process significantly improves the model's performance in classifying positive and negative sentiments, and also helps 

Naïve Bayes handle sentiment variations more effectively. In addition to accuracy, metrics such as precision also show significant 

improvement, making the model more reliable and accurate in sentiment analysis. 
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